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Abstract—The success of machine learning (ML) depends on the availability of large-scale datasets. However, recent studies have
shown that models trained on such datasets are vulnerable to privacy attacks, among which membership inference attack (MIA) brings
serious privacy risk. MIA allows an adversary to infer whether a sample belongs to the training dataset of the target model or not.
Though a variety of defenses against MIA have been proposed such as differential privacy and adversarial regularization, they also
result in lower model accuracy and thus make the models less unusable. In this paper, aiming at maintaining the accuracy while
protecting the privacy against MIA, we propose a new defense against membership inference attacks by generative adversarial
network (GAN). Specifically, sensitive data is used to train a GAN, then the GAN generate the data for training the actual model. To
ensure that the model trained with GAN on small datasets can has high utility, two different GAN structures with special training
techniques are utilized to deal with the image data and table data, respectively. Experiment results show that the defense is more
effective on different data sets against the existing attack schemes, and is more efficient compared with most advanced MIA defenses.

Index Terms—Membership Inference Attack, Generative Adversarial Network, Machine Learning, Privacy.

F

1 INTRODUCTION

R ECENT advances in complex machine learning (ML)
models and computing infrastructure, coupled with the

availability of large amounts of data, have facilitated the
use of machine learning in the realm of everyday life [1],
[2]. For example, in the field of computer vision, machine
learning is widely used in face recognition, object detection,
image classification and so on. In addition to computer
vision, machine learning is also being used in areas as
diverse as recommendation systems [3] and critical medical
management [4], [5]. ML’s success has recently prompted
leading Internet companies such as Google and Amazon
to take machine learning as a service (MLaaS), where they
provide training services for data owners to train ML mod-
els for different applications. These models are then either
published, or accessed in a black-box fashion as prediction
APIs.

Although ML model is very popular, it is vulnerable to
various privacy reasoning attacks [6]–[10]. The data used
to train the ML model often contains sensitive user infor-
mation, such as clinical records, location traces, personal
photos, etc [11]–[13]. Therefore, the ML model trained with
sensitive data may disclose sensitive information and pose a
privacy threat to the data owner. This paper mainly studies
such an attack, namely the membership inference attack. In
this case, the adversary has black box or white box access
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to the target model, and its goal is to determine whether
a given sample belongs to the training set of the target
model. Membership inference attack distinguishes members
and non-members by learning the different behaviors of
the target model on members and non-members. It can
learn according to the different characteristics of the target
model, including output confidence [9], prediction entropy
[14], [15], prediction loss [16], data robustness [17], [18]
and gradient of input loss relative to model parameters
[19]. Membership inference attacks are particularly effective
for large neural networks, because such models can better
remember their training samples. Attack performance is
also significantly improved by white-box access to trained
models.

Recent work has also suggested several defenses against
membership inference attacks. Existing defense methods
can be summarized as confidence score masking [20], [21],
regularization [14], [22], [23], knowledge distillation [24]–
[27], and differential privacy [28]–[30]. The realization of
these defense methods is based on two principles: (1) reduce
the degree of over-fitting of the model; (2) add disturbance
to the training process or output results of the model, such
that membership information can be hidden. However, the
defense capability of these methods is limited, there are
trade-off between privacy and utility, and they may not be
effective against some attacks.

In this paper, we start from the source of privacy leak-
age and use the powerful generative ability of GAN [31]
to generate identically distributed data with the training
data. Then we use the generated data to train a protected
model and serve the user with this instead of a model
trained directly with the sensitive training data, so that the
protected model can provide good service while resisting
membership inference attack. As is the case with existing
defense efforts, we are primarily concerned with the privacy
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and utility guarantees implemented by the defense. In terms
of privacy assurance, we replace the original training data
with the generated data of GAN, and realize the resistance
to membership inference attack by avoiding the attacker
from contacting the model trained with the original training
data. In terms of utility guarantees, we use a SOTA GAN
to generate high quality surrogate data, the existing works
mainly focus on the diversity and fidelity of generated data
in terms of data quality, but in our defense work, we also
focus on the utility of generated data. Therefore, our main
contributions can be summarized as follows:
• We propose a new defense mechanism to defend

against membership inference attacks by GAN (DMIG) and
achieve the best trade-off between privacy and utility.
• In order to improve the utility of generated data

by GAN, we propose to train GAN with techniques such
as truncation to ensure the privacy of members without
damaging the utility of the model.
• We conduct experimental analysis using a variety

of datasets, such as image dataset (CIFAR10 and MNIST)
and table dataset (Location and Purchase). To show the
effectiveness of this scheme, we test the defense effect on 10
attack schemes and compare the performance with 4 typical
defense schemes.

The paper is organised as follows: Section 2 provides
background knowledge about Machine Learning, Member-
ship Inference Attack and Generative Adversarial Network.
Section 3 introduces related work in the areas of Member-
ship Inference Attack and Generative Adversarial Network.
Section 4 introduces the insight and the design of our
proposal. In Section 5, we present the evaluation results.
Section 7 summarises the paper and concludes our future
work.

2 PRELIMINARIES

2.1 Machine learning

In this work, we focus on supervised learning and clas-
sification problems. Let X be the d-dimensional character-
istic space and Y the c-dimensional output space, where
c represents the total number of prediction classes. The
goal of machine learning is to learn a parameter vector θ
that represents a mapping fθ : X 7→ Y . fθ outputs a c-
dimensional vector, and each dimension represents the in-
put probability that the input belongs to the corresponding
class. This function fθ accurately predicts the labels of new
data that have never been seen before.

The training process of a machine learning model is
to find the optimal parameter θ that can accurately reflect
the relationship between X and Y . Let Pr(X ,Y) be the
distribution of all data points. We choose a training dataset
Dtr = {xi, yi}Ni=1 with N samples, where xi ∈ X is the
feature data, yi ∈ Y is the corresponding ground-truth label
and Dtr ∼ Pr(X ,Y).

Considering that L(fθ) is a loss function, measure the
deviation of the model’s prediction of input xi , fθ(xi), from
the ground-truth label yi of xi:

LDtr
(fθ) = E

{xi,yi}Ni=1∼Dtr

[` (fθ(xi), yi)] (1)

The goal of the machine learning model fθ is to minimize
the expected loss of Dtr:

θ∗ = argmin
θ

LDtr (fθ) + λΩ(θ) (2)

where Ω(θ) is a regularization term that penalizes model
complexity and help avoid overfitting, and λ is a hyperpa-
rameter.

2.2 Membership inference attack (MIA)
Membership inference attack is an attack to judge

whether data belongs to a model training set. Through this
attack, the attacker can result in serious privacy disclosure.
For example, if a machine learning model is trained on data
collected from a patient with a disease, the attacker can im-
mediately know the health status of the victim by knowing
whether the victim’s data belongs to the training data of
the model. In most real-world scenarios, the target model is
opaque but accessible, and the membership inference attack
can infer the member information of the target model based
on the information obtained by the access.

MIA against machine learning was first proposed by
Shokri et al. [9]. In recent years, more and more work
about membership inference attack has been carried out
successfully in many fields, such as biomedical data and
mobility data. Figure1 briefly describes the workflow of
MIA. Given an instance x (i.e. query data), by accessing the
target model ftarget(θ), the attacker can obtain the output
ftarget(x; θ), and judge whether the instance x belongs to
the training set Dtrain

target of the target model. We formulate
the membership inference attack as a binary classification
task where the attacker aims to classify whether a instance
x has been used to train a victim model. Formally, we define:

A : (x, ftarget(θ))→ {0, 1} (3)

here, 0 means x is not a member of ftarget(θ)’s training
dataset Dtrain

target and 1 otherwise. The attack model A is
essentially a binary classifier. Depending on the assump-
tions, it can be constructed in different ways, which will be
described in later sections.

Target 

model

Query 

data

Training 

data

output Adversary

member

non-

member

Fig. 1: The illustration of MIA.

2.3 Generative Adversarial Network (GAN)
GAN consists of two neural network modules, a gen-

erator G and a discriminator D, which are trained simul-
taneously in an adversarial manner. The generator takes
random noise z (latent code) as input to generate samples
with approximate distribution of training data, while the
discriminator takes training dataset and samples generated
by the generator as input, and optimizes it to distinguish
generated data from training data. During training, the two
modules compete and evolve so that the generator learns
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to generate more and more realistic samples to fool the
discriminator, which learns to more accurately distinguish
between the two data sources. The training objective can be
formulated as:

min
G

max
D

V (D,G) = Ex∼pdata (x)[logD(x)]

+ Ez∼pz(z)[log(1−D(G(z)))]
(4)

where Pdata is the real data distribution, while the Pz is
the prior distribution of the latent code. When updating
the discriminator, the first item in the optimization objective
forces the discriminator to output high scores given real data
samples. The second item causes the discriminator to output
a lower score on the generated sample. When updating
the generator, the goal is to maximize the output score of
the discriminator to the generated samples. Usually, once
the training of GAN is completed, the discriminator is no
longer useful. The generator will receive new potential code
samples z taken from a known prior distribution (usually
Gaussian distribution) and output synthetic data samples,
which will be collected and used for downstream tasks.

3 RELATED WORK

3.1 Types of Membership inference attack

In order to verify the effectiveness of the scheme, DMIG,
we will test different membership inference attack schemes,
analyze the following types of attacks according to the
capabilities of the attackers, and prove that our scheme can
defend against any attack scheme through experiments.

Attacks with label knowledge in black-box scenarios.
Label based attack in black box scenarios is the most likely
to happen in actual scenarios, because when the model
provides services, such as face recognition, that directly tell
you who the person is, an attacker can easily access this
information and execute an attack. By obtaining the mini-
mum output knowledge, label-only attack can still achieve
strong attack performance on a series of dataset [16]–[18].
This indicates that the ML model is more vulnerable to
privacy attacks than we expected.

Attacks with partial output knowledge in black-box
scenarios. The attack of partial output knowledge in the
black box scenario is the classical MIA proposed by Shokri
et al [9], by training an attack model, the attacker can
distinguish between member and non-member with the
confidence of the predicted output of the target model
as the input of the attack model. Subsequently, Salem et
al. [14] made improvements on this basis by relaxing the
requirements on the structure of the shadow model, the
data of the training shadow model and the number of
shadow models, and also designed a method to determine
whether the access data is a member by using the maximum
value of the model output confidence. After this, literature
[15] refined this attack by setting different thresholds for
different class label.

Attacks with total output knowledge in black-box
scenarios. In this attack, the attacker can use some statistical
information of the target model to realize MIA, such as
the average loss of model training data and prediction
entropy. Literature [16] proposed that the attacker could
judge whether the access data belonged to member data

by calculating the prediction loss value of the access data,
and showed that the attack only needed less computing
resources and background knowledge to achieve the same
performance as the neural network based attack proposed
by Shokri et al. [9]. Subsequently, article [14] proved the ef-
fectiveness of using prediction entropy to carry out attacks,
and literature [15] also proposed another improved attack
based on prediction entropy. They believed that prediction
entropy does not contain any information about real labels,
which may lead to misclassification of members and non-
members.

3.2 Defense Mechanisms against Membership infer-
ence attack

In order to demonstrate the advantages of this defense
scheme in terms of privacy and utility, we compare it
with existing defense schemes. The current defenses against
MIA can fall into four categories, i.e., noise perturbation,
regularization, transfer learning, and differential privacy.

Noise Perturbation Defense Methods. Adversary noise
perturbation is a common privacy protection method. It
protects sensitive information by adding noise to it. We
can subdivide these defense methods into two categories:
Differential Privacy and Confidence Score Perturbation. D-
ifferential privacy provides theoretical guarantees for pro-
tecting membership privacy for individual samples [28]–
[30]. Although the differential privacy defence is widely
applicable and effective, it has the disadvantage that it is
difficult to implement trade-off between the model utility
and privacy. In some MIAs, the success of MIA is to exploit
the difference in confidence score vectors between members
and non-members. Therefore, the defence method of adding
noise perturbations to the confidence score vector emerges
[20]–[22].

Regularization Defense Methods. Regularization tech-
nology is a collective term for a series of technologies.
These techniques are proposed to reduce the overfitting
of the model to improve the generalization ability of the
model.The feature of regularization techniques determines
that they can naturally become a method for defending
membership inference attacks. From the perspective of
defending membership inference attacks, we divide these
regularization techniques into the following categories and
describe their work in defending against MIA.

Transfer Learning Defense Methods. In the field of
machine learning, in order to protect data privacy, rele-
vant works [33]–[36] have combined knowledge transfer
and differential privacy. For membership inference attacks,
knowledge transfer can be used to protect membership
privacy of target data. Moreover, recent studies [24]–[27]
have showed that knowledge transfer can be used to train
the model with membership privacy. By reducing the access
to the target data and hiding the target data with similar
but different data, it can prevent the attacker from inferring
the privacy of the members of the target data and provide
a better trade-off between the privacy of the members and
the accuracy of classification.

3.3 GAN
In order to demonstrate the universality of the defense

scheme in this paper, most of the experimental data used

Authorized licensed use limited to: Newcastle University. Downloaded on July 28,2022 at 02:54:05 UTC from IEEE Xplore.  Restrictions apply. 



1545-5971 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TDSC.2022.3174569, IEEE
Transactions on Dependable and Secure Computing

4

in membership inference attack are verified experimentally.
The experimental data we used were divided into two types:
image data and table data. We will experiment with the
generation of raw data using different GAN networks.

StyleGAN. Stylegan [37] is a new automatic learning,
unsupervised advanced attribute separation generative ad-
versal network introduced by NVIDIA in 2019. Stylegan2-
ada [39] is an improved version of Stylegan and Stylegan2
[38]. The ada of Stylegan2-ada refers to adaptive discrimi-
nator augmentation, which wishes to avoid manual adjust-
ment of the enhanced strength p and to control it dynamical-
ly based on the degree of overfitting. Ada can achieve better
quality generation with less sample data and ensure that the
generated images will not have corresponding enhancement
traces under the premise of data expansion. The adaptive
discriminator enhancement ensures that the model is not
easily overfitting and the model is more stable.

CTGAN. CTGAN [40] tries to find a flexible and robust
model to learn the distribution of columns with complex
distributions that can be better distributed than Bayesian
network learning. CTGAN’s condition generator and sam-
pling training can overcome the problem of unbalanced
training data. In addition, conditional generators can help
generate data with specific discrete values that can be used
for data augmentation.

4 INTRODUCING DMIG FOR MEMBERSHIP PRIVA-
CY

We present DMIG for membership privacy, whose goal
is to train ML models that are resilient to membership
inference attacks. The intuition of the scheme is to publish
the model trained by generated data, which can hide the
member information of the original training data by means
of generating data, so as to disturb the attacker’s judgment
of the member information of the original training data.

4.1 Notations

We begin by introducing the notation used throughout
the paper. We consider the dataset Dtr =

{(
x(n), y(n)

)}N
n=1

is a private training dataset and its true underlying dis-
tribution Pdata. We define a prior on input noise variables
distribution pz and use Dtr to train a generative adversarial
network D-G. Then, we use Dg-tr =

{(
x(m), y(m)

)}M
m=1

to represent the alternate dataset generated by the GAN
network, and use this to train a protected model, denoted
by θp. We use Dte =

{(
x(n), y(n)

)}N
n=1

to represent the test
dataset, which has no intersection with the dataset Dtr and
follows the same distribution Pdata.

4.2 Defense framework

Using training data to train a classifier, the classifier
will learn the conditional probability distribution of training
data. Unfortunately, DNN classifiers tend to over-fitting
training data, resulting in inconsistent performance of the
classifier on training data and non-training data, which
makes it vulnerable to membership inference attacks. Our
insight is that if we replace the training dataset with a new
dataset that is independent and equally distributed over the

training data, then we can mitigate membership inference
attacks while preserving the test accuracy of the original
classifier.

We propose a new approach to satisfy both properties.
Here we present the details of main phases of DMIG. The
defense framework is shown in Figure2. We first learn the
distribution of the training data by training a GAN, and
then generate a new dataset through this GAN. Finally, we
use the new dataset to train a classifer.

Developer

utility

User

AI

diversity

realism

Training

Data

Training

Application
Synthetic

Data

Fig. 2: The illustration of DMIG.

1)Train-GAN phase: In this phase, we need to get a high
quality generator to generate labeled data to train a high
quality classifier. A high quality conditional-GAN model
D − G will be trained on the sensitive labeled dataset Dtr
with the objective function of a two-player minimax game:

min
G

max
D

V (D,G) = Ex∼Dtr [logD(x | y)]

+ Ez∼pz(z)[log(1−D(G(z | y)))]
(5)

When the discriminator and the generator reach nash
equilibrium, the GAN model converges. At this point, the
discriminator cannot distinguish the authenticity of the data
generated by the generator from the sensitive training data
Dtr, which indicates that the distribution of the data gener-
ated by the generator is consistent with that of the original
data.

In our scheme, we want the data generated by the
trained generator to be able to train models with high
classification accuracy. To achieve this goal, we need to
choose a GAN that generates high quality data. For exam-
ple, we choose Stylegan2-ada network structure for image
data, which can train on small sample data and generate
high-quality images, and which can provide us with the
possibility to train models with high classification accuracy.
In addition, the quantity of GAN training data will also
affect the quality of generated data. Therefore, we need to
consider the experimental setting of membership inference
attack to optimize the training process of GAN. Specific
optimization techniques will be described in detail in the
next section. Therefore, in the GAN network training stage,
we need to meet the original requirements of high GAN
network generation quality, and at the same time to ensure
that the model generating data training can achieve high
classification accuracy.

2)Generation phase: In this phase, we need to get a new
dataset Dg-tr of the independent and identically distributed
as the training dataset Dtr by generator G:

Dg-tr = G(z | y), z ∼ pz (6)
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In order to verify the effectiveness of the defense scheme,
we will generate different amounts of data to train the target
model, and show that the model trained on the generated
data can achieve the same classification accuracy as the
original data training model. In this stage, different data
generation model generated by means of data processing
is consistent, and our goal is still to generate data can
train a high classification accuracy of model. Therefore, for
different data, the generation process we also have different
optimization scheme, the concrete will be described in detail
in the next section.

3)Training phase: In this phase, we will train a protected
classification model using the generated data Dg-tr obtained
by the GAN. We can simply train the protected model on the
Dg-tr using the stochastic gradient descent (SGD) algorithm:

LDg−tr

(
fθp

)
= E
{xi,yi}Ni=1∼Dg−tr

[
`
(
fθp(xi), yi

)]
(7)

The goal of the machine learning model fθp is to mini-
mize the expected loss of Dg−tr :

θ∗p = argmin
θp

LDg-tr

(
fθp

)
+ λΩ(θp) (8)

where Ω(θp) is a regularization term that penalizes
model complexity and help avoid overfitting, and λ is a
hyperparameter.

4.3 Details of the Generate technique
To verify the effectiveness of the scheme, image data and

table data will be analyzed and compared respectively. For
image data, we choose Stylegan2-ada to generate data, and
for table data, we choose CTGAN to generate data. In order
to improve the quality of the generated data, different opti-
mization techniques are adopted in the generation process
for different types of data.

For image data, in order to ensure the quality and diver-
sity of the generated images and restore the dataset as much
as possible, truncation technique is adopted in the training
process. The prior distribution z is generally the standard
normal distribution N(0, 1). We truncate the sampling of z
by setting the threshold value, and the values beyond the
range are resampled to fall into the range, z ∼ Z .

Z = {z|z ∼ N(0, 1) ∩ −2 6 z 6 2} (9)

The decrease of the threshold value will improve the
quality of the image, but also reduce the diversity of the
image. In general, the decrease of the threshold value will
lead to the continuous rise of IS value, but the FID value will
decrease first and then rise, which means that the diversity
of the generated image can be improved, but the fidelity will
not always be improved. After repeated attempts, we finally
determine a reasonable threshold value to ensure the utility
of generated images while selecting appropriate diversity
and fidelity.

The decrease of threshold will improve the quality of
image and reduce the diversity of image. In general, a
decrease in the threshold will lead to an increasing IS value,
while the FID value will decrease and then increase, which
means that the diversity of the generated images can be

improved, but fidelity IS not always improved. After repeat-
ed attempts, we finally determined a reasonable threshold
value, while choosing the right diversity and fidelity, to
ensure the practicality of the generated image.

For table data, we process each table data into a high
dimensional pair feature vector with only 0, 1 (this is a
common practice). For example, for the Purchase dataset, we
preprocess each data into a 600 dimensional feature vector
with only 0, 1 (such as (0, 0, 1, 1, ..., 1, 0)). It is worth noting
that after we have preprocessed the dataset, every column
type is the same, so we do not need to specify that a column
(or columns) is a discrete column when using CTGAN. This
also improves the quality of CTGAN generation to some
extent (as mentioned above, the difficulty of table generation
is the existence of discrete columns and discrete columns are
often unbalanced).

For the generation of Location dataset, label is used as
a condition and CTGAN is input to generate data. This
process is not different from most conditional GAN training.
However, there is a problem with the generation of the
Purchase data: the original Purchase data categories are
obtained by kmeans clustering, and the generated data
cannot be guaranteed to be in the same cluster center as each
class of the original data. This causes the generated data to
have a different label than the original data. To solve this
problem, we used the following strategy to generate usable
data:

(1) Firstly, we use k-means clustering to obtain the clus-
tering center of each class for the original Purchase data.
For example, on Purchase2 data, we use k-means clustering
algorithm to obtain two clustering centers C1 and C2:

{C1, C2} = k −means(Dtr) (10)

(2) Then, we train CTGAN with raw data Dtr and
generate data Dg−tr with CTGAN. At this time, the dataset
Dg−tr is unlabeled data. In order to ensure the availability of
Dg−tr, we use the cluster center {C1, C2} generated by the
previous cluster to label the generated data. If it is closer to
which cluster center, it will be marked as the corresponding
label.

yi = min
Ci

(D(xi, C1), D(xi, C2))(xi ∼ Dg−tr) (11)

In this way, we can ensure that the classification accuracy
of the generated data training model after re-clustering is
the same as that of the original data training model.

5 EVALUATION

We present the evaluation of DMIG in this section. We
first summarise the experimental settings for the evaluation.
Subsequently, we present the evaluation results of DMIG
with different attack methods. In the evaluation, we com-
pare DMIG with another four state-of-the-art defences, na-
maly DP(differential privacy), MemGuard, Regularization,
KD(knowledge distillation).

5.1 Experimental Setup

We use four datasets and corresponding model archi-
tectures that are consistent with the previous work [14]. For
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image data, we use Staygan-ada to generate image data, and
for table data, we use CTGAN to generate table data.

A. Data
MNIST. This is a dataset of 70, 000 handwritten digits

formatted as 32 32 images and normalized so that the
digits are located at the center of the image. We use 10,520
randomly selected images to train the target model.

CIFAR10. CIFAR10 is composed of 3232 color images
in 10 classes, with 6,000 images per class. There are 50,000
training images and 10,000 test images. CIFAR10 is a bench-
mark dataset used to evaluate image recognition algorithms
[41]. We use the same amount of data, 10,520, as the work
[9] to train the target model.

Purchase. The Purchase dataset is based on Kaggle’s
”acquire valued shoppers” dataset, which contains the
shopping histories of thousands of people. The goal is to
devise an accurate coupon promotion strategy. Each user
record contains more than one year of transactions. These
transactions include many fields, such as product name,
chain, quantity, and date of Purchase. In our experiment,
we derived a simplified Purchase dataset (197,324 records)
as we did in [9], where each record consists of 600 bi-
nary features. Each feature corresponds to a product and
indicates whether the user has purchased it. In the sorting
task, records are first clustered into multiple classes, each
representing a different buying style. In our experiment, we
use five different classification tasks with a different number
of categories 2, 20, 100. The task of classification is to predict
the buying style of users given 600 feature vectors. We train
the target model with 10,000 randomly selected records from
the Purchase dataset.

Location. This dataset is based on Foursquare dataset,
which contains locationcheck-inrecords of several thousand
individuals. We obtain a Location dataset by processing the
dataset in the same way as [9]. The dataset contains 5,010
data samples with with 446 binary features. Each feature
corresponds to a certain region or location type and repre-
sents whether the individual has visited the region/location
or not. All data samples are clustered into 30 classes repre-
senting different geosocial types. The classification task is to
predict the geosocial type based on the 466 binary features.
In our paper, we use 1,250 data samples to train a model.

Sizes of dataset splits. Table1 shows the division of
these different datasets. For the image classification task,
we use a raw training dataset Dtr of size 10520, a Dtr of
size 10000 for the Purchase data, and a Dtr of size 1250 for
the Location data. When training the protected model, for
CIFAR10 data, we choose 50k generated data to construct
Dg-tr; for MNIST data, we select 60k generated data to
construct Dg-tr; for Purchase2 data, we chose 15k generated
data to construct Dg-tr; for Purchase10,20,50,100 data, we
selected 30k generated data to construct Dg-tr; for Location
data, we chose 25k generated data to construct Dg-tr.

B. Model Architectures
Target Model. For the CIFAR10 and MNIST datasets,

following previous works [14], we use two convolution
layers plus one hidden layer as the target classifier. The
convolution kernel is 32*32, and the number of neurons
for the hidden layer is 64. For convolution layer, we use
the popular activation function ReLU, and for hidden layer,

TABLE 1: For different data, the division of training set and
test set, there is no intersection between them, and the

amount of generated data used in the training of protected
model.

Dataset
Original Data Synthetic Data

—Dtr— —Dte— —Dg-tr—

CIFAR10 10520 10520 50000

MNIST 10520 10520 60000

Purchase2 10000 10000 15000

Purchase20 10000 10000 30000

Purchase100 10000 10000 30000

Location 1250 1250 25000

we use activation function Tanh. The activation function in
the output layer is softmax. All the training parameters are
consistent with [14].

For the Location and Purchase datasets, we use a fully-
connected neural network with one hidden layer as the
target classifier. The number of neurons for the layers is
64. We use activation function Tanh for the neurons in the
hidden layers. The activation function in the output layer is
softmax. All the training parameters are consistent with the
previous works.

Generate Model. For image data, we use Stylegan2-ada
model structure to generate data, we follow the original
configuration of the authors’code1. For table data, we use
CTGAN model structure to generate data, we follow the
original configuration of the authors’code2.

C. Evaluation Metrics
We use the following metrics to measure the utility,

defense performance and efficiency of a defense method.
Classification Accuracy. It is measured on the training

dataset Dtr or Dg-tr and the test dataset Dte of the target
classifier. It reflects how good the target classifier is on the
classification task. To ensure the stability of the experimental
results, we chose the average of the three tests as the final
result.

Inference Accuracy. This is the classification accuracy of
the attackers attack model in predicting the membership of
input samples. It is measured on member dataset and non-
member dataset.

5.2 Evaluate the quality of the generated data

In this section, we evaluate the quality of generated data
by DMIG scheme on different datasets. Note that besides
privacy-preserving, it is also crucial to ensure that the gen-
erated data is highly utility, so we evaluate the prediction
accuracy of models trained on the DMIG’s generated data
and test their accuracy on real test dataset. Unlike existing
data generation models, the quality of the ”visualization”
of the data generated by DMIG is not the primary goal of
this article, and we will simply evaluate the visualization
quality of the generated data for understanding. In addition,
we evaluate the influence of the amount of generated data

1. https://github.com/NVlabs/stylegan2-ada
2. https://github.com/DAI-Lab/CTGAN
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on the prediction accuracy of the training model, and select
the appropriate amount of data for subsequent experimental
comparison.

In order to compare with relevant articles, we choose
the same data amount of target model training data to train
GAN. For CIFAR10 and MNIST data, we use 10,520 data
to train Stylegan2-ada; for Purchase and Location data, we
use 10,000 data to train CTGAN. As shown in Figure3, you
can see that the GAN we trained can produce data with
the same utility as the original data, or even better than
the original data. Of course, this requires us to use more
multiples of data than the original data to achieve this effect.
This phenomenon is also understandable, because there
is more data, and the generated data features can better
cover the features of the original data. For comparison, as
shown in the data list in Table1, for CIFAR10, we choose to
generate 50,000 data to train the protected model, whose
test accuracy is 0.599, and the test accuracy of original
data is 0.596. For MNIST, we choose to generate 60,000
data to train the protected model, and its test accuracy
is 0.96, while the original data test accuracy is 0.985. For
Purchase2, we choose to generate 15,000 data to train the
protected model with test accuracy of 0.962 and original
data with test accuracy of 0.958. For Purchase20, we choose
to generate 30,000 data to train the protected model, and its
test accuracy was 0.781, while the original data test accuracy
was 0.761. For Purchase100, we selected to generate 30,000
data to train the protected model, and its test accuracy was
0.578, while the original data test accuracy was 0.592. With
respect to Location data, we choose to generate 25,000 data
to train the protected model, and the test accuracy was 0.651
and the test accuracy of original data is 0.638.
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Fig. 3: The impact of the quantity of generated data on
model utility.

5.3 Evaluation with Different Attacks
In this section, we use our defense scheme, DMIG, to de-

fend different membership inference attacks, and compare
the attack accuracy before and after defense to show the
effectiveness of our scheme. We begin with a brief review
of the ten MIA strategies we evaluated. Based on previous

work, we use the accuracy of attack on the target model as
a measure of their membership privacy.

Attack1 - A1 [14], the attacker chooses a shadow training
dataset Ds−tr and a shadow test dataset Ds−te drawn from
the same distribution as Dtr, where |Ds−tr| = |Ds−te| =
|Dtr| and there is no intersection between the three dataset,
then trains a shadow model θs by using a shadow training
dataset Ds−tr. Here, the shadow model is used to mimic
the behavior of the target model. After this, the attacker
computes predictions of θs on Ds−tr and Ds−te, labels
the predictions of Ds−tr as members and that of Ds−te
as non-members. Then, the adversary picks the 3 maximal
posteriors of these predictions, again ordered from high to
low, and trains binary attack model.

Attack2 - A2 [14], the strategy of the adversary is very
similar to Attack1. The only difference is that the attacker
chooses a shadow training dataset Ds−tr and a shadow
test dataset Ds−te drawn from the different distribution as
Dtr . For example, Dtr is CIFAR10 dataset, then Ds−tr and
Ds−te are MNIST dataset. The shadow model here is not to
mimic the target model’s behavior, but only to summarize
the member status of a data point in the training dataset of
a machine learning model.

Attack3 - A3 [14], the membership inference attack uses
a threshold on the prediction confidence, if the prediction
confidence is greater than the threshold, it is considered as a
member. The intuition is that the target model is trained by
minimizing prediction loss over training data, which means
the prediction confidence of a training sample should be
close to 1. On the other hand, the model is usually less
confident in predictions on a test sample. Thus, we can
rely on the metric of prediction confidence for membership
inference.

Attack4 - A4 [17], the strategy of the adversary is also
similar to Attack1. The difference is that the attacker uses the
disturbed version of the data to extract more subtle mem-
bership information, in which case the attacker only needs
to obtain the label results output by the target model. The
main idea of the attack is to extract fine-grained information
about the classifier’s decision boundary by combining mul-
tiple queries to the disturbed version data. By evaluating
the robustness of the target model to the disturbed data
with different inputs, the data with high robustness can be
inferred as a member.

Attack5 - A5 [17], the attack described here aim to pre-
dict member using a point’s distance to the model’s decision
boundary. Suppose disth(x, y) represents the L2 distance
from the point to the decision boundary, set a threshold τ ,
if disth(x, y) < τ , we can infer (x, y) is a member of the
training set.

Attack6 - A6 [17], this attack is a combination of A4 and
A5, that will combine augmentations attack with decision
boundary attack to evaluate robustness of many patterns.

Attack7 - A7 [42], the membership inference attack base
on whether the input is classified correctly or not. The intu-
ition is that the target model is trained to predict correctly on
training data (members), which may not generalize well on
test data (non-members). Thus, we can rely on the prediction
correctness metric for membership inference.

Attack8 - A8 [15], the strategy of the adversary is very
similar to Attack3. The only difference is that attacker sets
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different threshold values for different class labels. The rea-
son is that the dataset may be unbalanced so that the target
model indeed has different confidence levels for different
class labels.

Attack9 - A9 [15], the strategy of the adversary uses
prediction entropy for membership inference attack. The
intuition is that the target model is trained by minimizing
the prediction loss over training data, which means the
prediction output of a training sample should be close to
a one-hot encoded vector and its prediction entropy should
be close to 0. On the other hand, the target model usually
has a larger prediction entropy on an unseen test sample.

Attack10 - A10 [15], the strategy of the adversary is
very similar to Attack9. Attack9 has one serious issue: it
does not contain any information about the ground truth
label. In fact, both a correct classification with probability
of 1 and a totally wrong classification with probability of
1 lead to zero prediction entropy values. Therefore, the
attack introduces ground truth label to modify calculation
of prediction Entropy.

Now we use our defense scheme against different attacks
to test the effectiveness of the scheme. During the experi-
ment, A1, A3 and A7-A10 attacks use the same training data,
test data, training data generation and test data generation,
while A2 and A4-A6 attacks have slightly different, so we
will describe the corresponding defense effects respectively.

As shown in the Table2, we test different data for A1, A3
and A6-A9 attacks respectively, and count the gap between
the training accuracy and the test accuracy of target model,
the test accuracy of target model and the accuracy of attack.
First, we can see that when defense is not used, the gap be-
tween training accuracy and test accuracy is relatively large,
so it will lead to higher attack accuracy. However, after using
our defense scheme, the gap between the training accuracy
and the test accuracy is almost zero, which indicates that the
attacker cannot distinguish the training dataset from the test
dataset at this time, and thus cannot judge the member and
non-member information. In addition, we can see that the
test accuracy of the target model basically does not change
after using defense. On the contrary, the test accuracy is
better after defense is used in some data. For example,
for Purchase100, when the defense scheme is not used, the
corresponding test accuracy is 0.581, and when defense is
used, the test accuracy is 0.594, which is improved by 0.013.

For A2 attack, we choose table data to train target model
and image data to train shadow model for analysis. As
shown in the Table3, the rows of the table represent these
attack datasets, and the columns of the table represent these
datasets being attacked. As described above, the shadow
model in A2 attack learns the member and non-member
states of the data rather than imitating the behavior of the
target model, so this attack strategy still has strong attack
capability. However, our defense plan is also better able to
resist this attack. As shown in the Table3, under our defense,
the attack accuracy of image data to table data is about 0.5,
and the attack strategy will also be invalid.

For A4-A6 attack, we reproduce the experimental results
of reference [17] and verify whether the attack will be in-
valid with our defense strategy under the same settings. We
selected 2,500 CIFAR10, 1,000 MNIST, 10,000 Purchase100
and 1,600 Location data respectively to train the target

TABLE 3: For different data, compare the performance of
A2 attack without using DMIG and using DMIG. The

columns represents the dataset being attacked, the rows
represents the dataset used for training the shadow model.

W/O Defense

Dataset Purchase2 Purchase20 Purcahse100 Location

CIFAR10 0.5425 0.7403 0.8870 0.7716

MNIST 0.541 0.5549 0.5222 0.5592

W/ Defense

Dataset Purchase2 Purchase20 Purcahse100 Location

CIFAR10 0.4994 0.4987 0.4952 0.4984

MNIST 0.5005 0.4929 0.4984 0.5024

model. For the A4 attack, we analysis CIFAR10 and MNIST
data, and we implement with two data enhancements, one is
translation, with the parameter d=1 selected for comparison,
and the other is rotation, whose corresponding parameter is
set to r=4. For attack 5, we also implement two methods to
find the decision boundary of the model: HopSkipJump and
Random Noise. For the HopSkipJump method, we analyze
it on CIFAR10 and MNIST data, and for the Random Noise
method, we also compare it on Purchase-100 and Location.
For A6, we combine the methods in A4 with the Random
Noise method in A5. As [17] shows, A5 attack would be
better than A4 attack. Then, we add our defense on this
basis. As can be seen from the statistical data in the Table4,
MDMG can well resist these three kinds of attacks.

5.4 Comparison with Different Defences
In this part, we use different membership inference at-

tack defense schemes to compare with our defense scheme,
DMIG, and show that DMIG can achieve better privacy
protection while ensuring the accuracy of the target model
is not affected. In order to intuitively compare the defense
effect of our defense scheme with other defense schemes, we
compare A3, A6-A10 attacks in various data, because these
attacks are executed under the same setting.

Comparison with DP-SGD. As has been reported in
many papers [28]–[30], differential privacy is an effective
method to defend against membership inference attack,
which provides theoretical guarantee for protecting member
privacy of individual samples. For each dataset, we will
choose two different privacy budgets for experiments and
compare with our scheme, one has a large privacy budget,
the defense effect is general, but the utility damage is small,
the other has a smaller loss budget, the defense effect is
good, but the utility has obvious and serious damage.

For CIFAR10 data, we choose privacy budget ε = 2.89
and ε = 25.41 respectively for experiment. It can be seen
that when ε = 2.89, the model’s test accuracy is 0.439,
while when ε = 25.41, the model’s test accuracy is 0.503,
that is, when we add more noise, the damage to the test
accuracy of the target model is greater. The defense effect
achieved by DP is relatively good for different attacks. When
the privacy budget is smaller, the defense effect is stronger,
and the attack effect is basically equal to random guess.
Through experiments, we can see that DP does have a good
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TABLE 2: For different data, compare the performance of A1, A3 and A7-A10 attacks without using DMIG defense
scheme and using DMIG defense scheme.

Dataset
W/O Defense W/ Defense

gap test-acc A1-acc A3-acc A7-acc A8-acc A9-acc A10-acc gap test-acc A1-acc A3-acc A7-acc A8-acc A9-acc A10-acc

CIFAR10 0.394 0.606 0.8252 0.844 0.697 0.862 0.841 0.864 0.008 0.6 0.499 0.496 0.504 0.502 0.498 0.505

MNIST 0.015 0.985 0.5373 0.533 0.507 0.531 0.528 0.532 -0.007 0.965 0.5 0.495 0.496 0.499 0.5 0.502

Purchase2 0.043 0.957 0.5407 0.56 0.522 0.566 0.562 0.566 -0.002 0.961 0.5001 0.495 0.499 0.497 0.493 0.497

Purchase20 0.24 0.76 0.7534 0.775 0.62 0.791 0.779 0.792 0.003 0.783 0.5022 0.505 0.504 0.507 0.507 0.507

Purchase100 0.419 0.581 0.9098 0.931 0.709 0.932 0.927 0.933 -0.016 0.594 0.5 0.495 0.492 0.492 0.504 0.489

Location 0.362 0.638 0.896 0.907 0.678 0.906 0.894 0.907 -0.016 0.661 0.4984 0.502 0.492 0.496 0.484 0.49

TABLE 4: For different data, compare the performance of A4-A6 attacks without using DMIG defense scheme and using
DMIG defense scheme.

W/O Defense

Dataset

Attack A4-acc A5-acc A6-acc

gap translation d=1 rotation r=4 HopSkipJump RanDom translation d=1&RanDom

CIFAR10 0.5024 0.75 0.7706 0.839 0.777 0.8032

MNIST 0.044 0.5195 0.509 0.554 0.523 0.5505

Purchase-100 0.353 N/A N/A N/A 0.8966 N/A

Location 0.38 N/A N/A N/A 0.9066 N/A

W/ Defense

Dataset

Attack A4-acc A5-acc A6-acc

gap translation d=1 rotation r=4 HopSkipJump RanDom translation d=1&RanDom

CIFAR10 0.003 0.5024 0.505 0.5088 0.51 0.503

MNIST 0.007 0.4955 0.505 0.4885 0.4985 0.497

Purchase-100 0.003 N/A N/A N/A 0.5368 N/A

Location 0.004 N/A N/A N/A 0.5 N/A

defense effect, but DP has a fatal defect. If we want to
achieve a better defense effect, it will cause serious damage
to the test accuracy of the model. As shown in the Table5,
for CIFAR10 data, compared with DP, our defense effect is
basically the same as that when ε = 2.89, but at this time, the
test accuracy corresponding to DP is only 0.439, while our
test accuracy is 0.6. Basically the same as the target model
without defense. The same is true for other data. When the
privacy budget is smaller, the test accuracy of the model will
be lower and the defense ability will be stronger. However,
when the privacy budget is too small, the accuracy of the
model will be seriously damaged, and the model will no
longer be available, so there will be no privacy at all.

Comparison with Memguard. The strategy of Mem-
guard [20] is to make the distribution of entropy normalised
to the confidence vector of members and non-members
almost indistinguishable by adding noise to each confidence
score vector predicted by the target model. This defense
does not affect the accuracy of the model and can effectively
reduce the success rate of membership inference attack to
the level of random guesses.

As shown in the Tabel6, we compare the different attacks
and data with Memguard defense method. The experi-
mental results are consistent with the defense principle.
Memguard defense does not affect the test accuracy of the
model, so it does not affect the utility of the model. At the
same time, compared with not using defense, Memguard
can achieve a certain defense effect. For example, for A3

and A8-A10 attacks, the attack accuracy of CIFAR10 data
decreased from 0.844, 0.862, 0.841 and 0.864 to 0.5, 0.697,
0.5 and 0.697, respectively. However, Memguard is invalid
for attacks that rely on model output labels for judgment,
because Memguard itself does not affect the prediction
labels of the model. As shown in the experimental data of A7
attack, the defense effect of Memguard is invalid at this time.
However, our defense is able to defend against all attacks.
Fig4 describes Memguard defense performance compared
to our scheme. It can be seen that DMIG can reduce the
attack accuracy to about 0.5 for all attacks and related data,
while the defense effect of Memguard against some attacks
and data is not obvious. Especially for attacks A7, A8, A9,
and the data CIFAR10, Purchase100, Location.

Comparison with regularization techniques. Regular-
ization improves the generalization of ML models, and
hence, reduce the MIA risk [9]. So, we compare DMIG with
two regularization defeses, including dropout and spatial
dropout. Dropout [43] is a regularization method that can be
used to mitigate the degree of overfitting of models and thus
protect against membership inference attacks. While, spatial
dropout is a variant of dropout method by Tompson et al.
[44] in the field of images. The normal dropout randomly
sets some elements to zero, while the spatial dropout ran-
domly sets some regions to zero. In our experiments, We set
the random inactivation parameter of the two regularization
methods to 0.5.

The results are shown in Table7. By observing the test
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TABLE 5: Compare the defense performance with DP-SGD with different privacy budgets for different data under
different attacks.

attack acc
dataset Defense

Privacy

budget (ε)
training acc test acc

A3 A7 A8 A9 A10

W/O - 1 0.606 0.844 0.697 0.862 0.841 0.864

Ours - 0.608 0.6 0.496 0.504 0.502 0.498 0.505

2.89 0.477 0.439 0.505 0.519 0.52 0.501 0.519
CIFAR10

DP-SGD
25.41 0.546 0.503 0.496 0.522 0.524 0.51 0.526

W/O - 1 0.985 0.533 0.507 0.531 0.528 0.532

Ours - 0.958 0.965 0.495 0.496 0.499 0.5 0.502

1.48 0.907 0.901 0.5 0.503 0.506 0.506 0.505
MNIST

DP-SGD
8.93 0.964 0.951 0.5 0.506 0.503 0.505 0.503

W/O - 1 0.957 0.56 0.522 0.566 0.562 0.566

Ours - 0.959 0.961 0.495 0.499 0.497 0.493 0.497

1.51 0.925 0.924 0.494 0.501 0.501 0.489 0.501
Purchase2

DP-SGD
4.27 0.949 0.944 0.499 0.503 0.503 0.5 0.503

W/O - 1 0.824 0.706 0.588 0.721 0.707 0.721

Ours - 0.822 0.829 0.494 0.497 0.502 0.493 0.503

1.51 0.719 0.692 0.517 0.514 0.511 0.516 0.512
Purchase20

DP-SGD
17.72 0.8 0.744 0.522 0.528 0.536 0.528 0.538

W/O - 1 0.581 0.931 0.709 0.932 0.927 0.933

Ours - 0.578 0.594 0.495 0.492 0.492 0.504 0.489

17.72 0.515 0.395 0.525 0.56 0.563 0.519 0.564
Purchase100

DP-SGD
27.03 0.733 0.567 0.558 0.583 0.581 0.545 0.584

W/O - 1 0.643 0.907 0.678 0.906 0.894 0.907

Ours - 0.645 0.661 0.502 0.492 0.496 0.484 0.49

8.27 0.678 0.437 0.534 0.621 0.609 0.533 0.617
Location

DP-SGD
52.92 0.947 0.637 0.668 0.655 0.697 0.659 0.703

accuracy column in the table, it can be seen that for dif-
ferent data, the application of regularization techniques can
improve the classification performance of the model. For
CIFAR10 data, the test accuracy of the model was improved
from 0.606 to 0.669 and 0.658 by using the dropout mecha-
nism and spatial dropout mechanism, respectively. For dif-
ferent attacks, the corresponding attack accuracy decreased
from 0.844, 0.697, 0.862, 0.841, 0.864 to 0.563, 0.608, 0.612,
0.559, 0.613 and 0.534, 0.583, 0.58, 0.532, 0.58, respectively.
Therefore, for CIFAR10 data, the defense effect of spatial
dropout is better than that of dropout. The reason for this is
that the model using spatial dropout training has a smaller
gap between the training accuracy and the test accuracy, so
it is better at defending against MIAs. Compared with our
defense effect, we can see that the defense effect of DMIG
is far better than that of the two regularization techniques.
Especially for Purchase100 and Location data, the dropout
and spatial dropout mechanisms achieved significantly less
defense than ours. For example, for A10 attack, on the Pur-
chase100 and Location models without defense, the attack
effects are high as 0.933 and 0.907, and reduced to 0.832
and 0.886 with dropout mechanism. It can be reduced to
0.832 and 0.874 with spatial dropout mechanism, while our
defense scheme can be reduced to 0.489 and 0.49, and the

test accuracy of our defense scheme is basically consistent
with the results of dropout and spatial dropout mechanism.
It can be seen that the defense advantage of DMIG is
obviously stronger under the condition of ensuring the same
test accuracy.

Comparison with DMP. Knowledge distillation [45] uses
the output of large teacher model to train smaller model in
order to transfer knowledge from large to small model. It
allows smaller student model to have similar accuracy to
their teacher model [46]. We can use knowledge distillation
to distill a protected alternative model from the unprotected
target model, thus resisting membership inference attacks.
As described in the paper of DMP [24], the defense effect
of DMP defense scheme will be better and better with the
increase of T, but it will also cause more and more serious
damage to the utility model. In order to compare with the
DMP scheme, we just compare the attack performance of
all data under A10 attack (for other attack schemes, DMP
have the same defense effect), and at the same time, we test
the influence of different temperatures on the DMP defense
effect and the test accuracy of the reference model.

As shown in the Figure4, the influence of different data
on the test accuracy of the reference model and the attack
accuracy of A10 under different temperature(T) settings are

Authorized licensed use limited to: Newcastle University. Downloaded on July 28,2022 at 02:54:05 UTC from IEEE Xplore.  Restrictions apply. 



1545-5971 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TDSC.2022.3174569, IEEE
Transactions on Dependable and Secure Computing

11

 A10 - Memguard

Fig. 4: Compare the defense performance with Memguard for different data and under different attacks. The dark color
corresponds to the DMIG defense effect, and the light color corresponds to the Memguard defense effect.

TABLE 6: Compare the defense performance with Memguard for different data and under different attacks.

attack acc
dataset Defense training acc test acc

A3 A7 A8 A9 A10

W/O 1 0.606 0.844 0.697 0.862 0.841 0.864

Ours 0.608 0.6 0.496 0.504 0.502 0.498 0.505CIFAR10

Memguard 1 0.606 0.5 0.697 0.697 0.5 0.697

W/O 1 0.985 0.533 0.507 0.531 0.528 0.532

Ours 0.958 0.965 0.495 0.496 0.499 0.5 0.502MNIST

Memguard 1 0.985 0.5 0.507 0.507 0.5 0.507

W/O 1 0.957 0.56 0.522 0.566 0.562 0.566

Ours 0.959 0.961 0.495 0.499 0.497 0.493 0.497Purchase2

Memguard 1 0.957 0.5 0.522 0.522 0.5 0.522

W/O 1 0.824 0.706 0.588 0.721 0.707 0.721

Ours 0.822 0.829 0.494 0.497 0.502 0.493 0.503Purchase20

Memguard 1 0.76 0.5 0.62 0.62 0.515 0.62

W/O 1 0.581 0.931 0.709 0.932 0.927 0.933

Ours 0.578 0.594 0.495 0.492 0.492 0.504 0.489Purchase100

Memguard 1 0.581 0.5 0.709 0.709 0.509 0.709

W/O 1 0.643 0.907 0.678 0.906 0.894 0.907

Ours 0.645 0.661 0.502 0.492 0.496 0.484 0.49Location

Memguard 1 0.643 0.5 0.678 0.678 0.534 0.678
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TABLE 7: For different data and under different attacks, compare the defense performance with dropout and spatial
dropout regularization technology.

attack acc
dataset Defense training acc test acc

A3 A7 A8 A9 A10

W/O 1 0.606 0.844 0.697 0.862 0.841 0.864

Ours 0.608 0.6 0.496 0.504 0.502 0.498 0.505

dropout 0.886 0.669 0.563 0.608 0.612 0.559 0.613
CIFAR10

spatial dropout 0.824 0.658 0.534 0.583 0.58 0.532 0.58

W/O 1 0.985 0.533 0.507 0.531 0.528 0.532

Ours 0.958 0.965 0.495 0.496 0.499 0.5 0.502

dropout 1 0.988 0.505 0.506 0.509 0.509 0.503
MNIST

spatial dropout 0.999 0.988 0.503 0.505 0.504 0.499 0.504

W/O 1 0.957 0.56 0.522 0.566 0.562 0.566

Ours 0.959 0.961 0.495 0.499 0.497 0.493 0.497

dropout 0.999 0.952 0.523 0.523 0.535 0.526 0.535
Purchase2

spatial dropout 1 0.955 0.526 0.522 0.54 0.529 0.54

W/O 1 0.824 0.706 0.588 0.721 0.707 0.721

Ours 0.822 0.829 0.494 0.497 0.502 0.493 0.503

dropout 1 0.827 0.626 0.587 0.654 0.629 0.654
Purchase20

spatial dropout 1 0.772 0.683 0.614 0.705 0.684 0.705

W/O 1 0.581 0.931 0.709 0.932 0.927 0.933

Ours 0.578 0.594 0.495 0.492 0.492 0.504 0.489

dropout 1 0.615 0.808 0.692 0.833 0.809 0.832
Purchase100

spatial dropout 1 0.624 0.813 0.688 0.833 0.812 0.832

W/O 1 0.643 0.907 0.678 0.906 0.894 0.907

Ours 0.645 0.661 0.502 0.492 0.496 0.484 0.49

dropout 1 0.649 0.883 0.685 0.883 0.884 0.886
Location

spatial dropout 1 0.65 0.882 0.683 0.874 0.865 0.874

described. As described in [24], with the increase of tem-
perature, the test accuracy of the reference model of DMP
training will decrease and the corresponding defense effect
will increase. This effect is more obvious when the over
fitting degree of the original target model is more serious.
In addition, as shown in the Table8, the defense effect of
DMIG is significantly better than that of DMP. For example,
according to CIFAR10 data, the attack accuracy of DMP
scheme can be close to that of DMIG when the temperature
reaches 9, but the test accuracy is 0.535, which is 0.065
less than that of DMIG. Other data are similar. As shown
in the Table8, the data in blue represent the temperature
and relevant data when the defense effect is similar to that
achieved by DMIG. It can be seen that the trade-off between
privacy and utility of DMIG is much better than that of
DMP.

6 CONCLUSION

In this paper, we propose a new and effective member
privacy protection scheme, DMIG. Compared with the ex-
isting methods, DMIG can not only experiment the best
privacy protection, but also ensure the accuracy of model
classification. In addition, in order to ensure the stability
of GAN training process and the availability of generated

data, we sample effective generation techniques for different
types of data. Specifically, for the generation of image data,
we use truncation techniques to ensure the availability of
generated data. For table data, we save the clustering center
of the original data with the help of clustering algorithm
to update the label of the generated data, so as to ensure
the quality of generated data. A large number of empirical
experiments show that even with a limited privacy budget,
the defense performance of DMIG is significantly better than
existing DP defense schemes. We hope to explore the appli-
cability of this model to more data types and explore other
generative adversarial networks to achieve more efficient
defense in the future.
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