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Abstract— Healthcare systems are being extended to monitor and data protection. Trust decisions will be used to control
patients with body sensors wirelessly linked to a mobile phte what information should be released to another party, what
that interacts with remote healthcare services and staff. & resources the party should have access to, how to configure

such systems become more widespread, with multiple healtae . . . .
providers and security domains, the establishment of trustbe- the mechanisms that will be needed to make the interaction

tween users, providers and medical staff will become impognt.  Secure etc.
In this paper we implement the ETTG privacy-preserving trust Paradoxically, trust management systems, can become the
negotiation protocol and show how it can be used to automatidly  gource of privacy concerns. Trust management systems man-
egtabllsh mutual trust betwefen interacting parties in comgiance age trust by collecting user information. The more accuttate
with access-control and disclosure policies. The protocols . . . ..
implemented in Java and can be run on J2ME platforms. The information gathered, the more likely a correct decision ba
trust negotiation steps are logged and the resulting trust gphs reached. However, without enough justification and assaran
can be visualised to show how policy compliance was achieved users may refuse to disclose information. There is a tension
We also develop a new easier-to-understand syntax for ETTG petween respecting the users’ right of controlling theitada
and use it to define access-contrql and disclosure policiesrfa while also trying to avoid unnecessary failures caused by la
small pervasive healthcare scenario. . .
of information.

In automated trust negotiation, trust is established by in-
cremental exchange of credentials, ideally protectingitiea

Future large-scale healthcare in the community will in€olvcredentials in the process. In this paper we implement the
many different organisations cooperating in patient care, Extended Trust Target Graph (ETTG) protocol proposed by
cluding doctors, hospitals, dentists, pharmacies, drugped Lj et al. [7] and show how it can be used to establish trust in
nies and insurance companies. With the advent of new aismall pervasive healthcare scenario. ETTG is the suctesor
body and embedded medical sensors, it is becoming feasiblgrG [8] and extends TTG by adding native support for several
contemplate new applications that offer real-time healtedo cryptographic credential schemes and associated prstocol
patients, and involve complex workflows between the patiegiur implementation is implemented in Java, uses TCP sockets
and services in different organisations. These workflowls Wigr communication and can run on limited J2ME devices.
typically require peers to establish secure connectiors (81t includes a new easier-to-understand syntax for speuifyi
SSL) and have authorisation controls in place on resourcegedentials and policies. The negotiation steps can beelbgg
Traditional security methods are based on a shared secuiifya database for auditing and data provenance purposes and
infrastructure, where parties are known to each other. filgt t the corresponding trust graph animated to show how mutual
between parties is predefined. As the healthcare marketplag¢ist was established or failed to be established.
becomes more open and competitive, applications will need
to select and interact with multiple providers and multiple II. TRUST IN PERVASIVE HEALTHCARE
security domains, trust management systems will be redjuire
to establish high levels of trust. Trust management systemdn the future people will have attached and embedded
[1]-[6] make trust decisions by reasoning and inferring amedical sensors as well as carry a mobile phone. The mobile
entity’s competence, honesty and dependability from aredegphone will act as a gateway that will be able to communicate
tials, trust policy specifications, past experience anetiigies with the body sensors using a WPAN standard like ZigBee,
reputation. Trust management is a more flexible means arid with remote services and medical staff using a mobile
establishing and evolving security and privacy in distiétoly voice/video/data standard like 3G. The mobile phone wibal
mobile and pervasive systems than the traditional cesédli provide a degree of local storage and processing capabiliti
model because it does not require pre-knowledge of usarsd several interfaces (screen, keyboard, sound, voioerea
and services nor a common security infrastructure. Such adeo). Processing and communications will also need to be
approach will be essential in pervasive healthcare whepb-ap optimised for battery life and the pricing of cellular data
cations will need to support legal requirements for usergqust  transfers.

I. INTRODUCTION



We envisage that the healthcare market will be flexible, with negotiation. In particular users can refuse to disclose a
healthcare services being provided by both public and f@ivaredential if it is not relevant to a request, or choose to
organisations that collaborate behind the scenes. Pedplew disclose other credentials instead. Because there mayenot b
able to decide and even negotiate which services they wagnough trust to convince users to release sensitive ciiatent
For example, a user will be able to subscribe to a medidal one step, trust negotiation allows incremental exchasfge
monitoring service that can process the readings from theedentials. At the beginning of the negotiation the twdipar
user’s sensors forwarded via the user's mobile phone. If Argin by disclosing credentials that are not sensitivetialni
emergency is detected the monitoring service could inféven ttrust can be established by evaluating these credentials an
user, the user’s doctor and call an ambulance. The mongtorigisclosure policies for more sensitive credentials thay ina
service will need access to the user's medical details tteat gatisfied. We can then reveal these more sensitive cretientia
relevant to the monitored condition as well as details of thend iterate the process until eventually we satisfy or fadl t
hospital where the user may have had previous treatment pmlicy of the desired resource.
the condition. The monitoring service would then be able to A notable vulnerability of the trust negotiation model [10]
liaise with the emergency services and the hospital to whigh that the credential holder may release more information
the user will be taken for emergency treatment. Hospitadwen with well defined disclosure policies. A credential may
may need to interact with the user’'s doctor and possibbe possession-sensitivie knowledge of the possession of a
social services about caring for the user after treatment. dpecific credential is considered sensitive. When a request
a small hospital, there may not be local expertise to evaludbr such a credential is received, a party may reply with a
medical information such as X-rays and ECG readings and sounter-request if it has the credential because it needs to
these need to be sent to a remote expert over the netwagtablish higher level of trust in order to disclose it or do
Perhaps the user’s usual consultant is not available aneva mthing if it doesn’'t have it. However the other party can
one has to be chosen. In some contexts, the user’s medioér the possession or non-possession of the credential by
insurance company will need to be included in the serviabserving the reply. Winsborough and Li [8] try to address
provisioning and workflow. The monitoring service may like t this problem by introducing acknowledge policies. Here a
provide anonymised monitoring records of the user for nedicparty can define acknowledge policies on their possession-
research perhaps by offering a discounted price for thécgerv sensitive credentials such that the credential holder mol

Issues of trust, privacy, security and context pervade thasknowledge the request until the counter-party satisfies t
simple scenario. Should the user trust the monitoring se®vi acknowledge policy.

Can the user verify the credentials of the monitoring ser¥ic ) ) )

Can the user ensure that only those parts of his medicaldechyr CTyPtographic Privacy Protection

pertinent to the monitored condition are disclosed by tlea'sis ~ Cryptographic tools and protocols can be used to improve
doctor/hospital to the monitoring service? Should the usttre privacy protection and effectiveness of ATN. Conveamaio
allow his monitored data to be anonymised and passed am@dentials such as X.509 certificates [11] store attribute
Should the hospital trust the monitoring service? Shoul tinformation in clear form and the information is disclosean
hospital rely on the data and assessment from the monitorazor-nothing fashion. If there are some sensitive atiils in
service? Should the monitoring service trust the user aad the credential, the credential is not disclosed which maysea
readings from the user’s sensors? The list is long. the negotiation to fail unnecessarily. Cryptographic erdals

Even when the general workflow of service interactions Buch as anonymous credentials [12], [13], privacy enhanced
known, circumstances (context) will require decisions & kcredentials [14] and OAcerts [15] use a commitment scheme to
made dynamically. We would like to localise and automatgore attribute values in a encrypted and verifiable formelvh
these decisions as much as possible. In particular we wounddjuested, the credential holder can disclose the credenti
like the decision on whether a connection (secure on or natjthout revealing the attribute values stored in it because
should be established with a particular party to be based e counter-party learns nothing about the attribute e
local policies. We also want privacy preserving policieatthlooking at the commitments. The credential holder can also
can be used to control what information should be disclosedlectively show the attributes in a credential by only apgn
(including the credentials used) in the trust negotiatimtpss. the commitments what he wants to disclose. Other schemes
The other party will do likewise, leading to a degree of mutusuch as zero-knowledge proofs [16], hidden credential, [17
trust. [18], OSBE [19] and OCBE [15] can also be used to validate

credentials and attribute values without actually disoigs
1. AUTOMATED TRUST NEGOTIATION them.

Automated trust negotiation (ATN), first proposed in [9] by
Winsboroughet al, uses incremental exchange of credentials
to make trust decisions. In ATN, policies are used to regulat In the ETTG, each negotiating party has a trust policy store
the disclosure of credentials, in addition to the grantifig evhich contains credential, attribute and policy declaragi
system resourcesDisclosure policiesstate the conditions 1. Credential declarationsdescribe the credentials a party
under which a party can release a sensitive credential glurimas. The underlying framework is designed to support variou

IV. ETTG TRUSTNEGOTIATION LANGUAGE



credentials, including standard X.509 certificates [1iddbn disclosure of the policy. The precondition can fase or

credentials [17], [18], anonymous credentials [12], [X37c-

a credential. If it is false, then the precondition will neve

erts [15] as well as unsigned statements. There are two kirms satisfied and the protected part will not be revealed. If
of credentials:direct credentialsand delegation credentials the precondition is a credential, then the counter-partgtmu
Direct credentials are statements that attest to one or merevide the credential to satisfy the precondition andrid¢he

of the negotiating party’s attributes. Delegation cretésiare policy.

statements of delegation of authority. Both credentidde the
form:

negotiator.signer.credentialname(attrlist)

The negotiator and signer fields can be substituted by
self or peer when defining policies to denote each of the e
negotiating parties. This allows negotiator-indepengbeticy
specifications to be written. In the case of unsigned staté&ne
the signer field is alwayany.

In the following, the direct credential is a statement sijne
by the NHS! which asserts Bob’s name, date of birth and NHS
registration number, while the delegation credentiakstaihat
the NHS delegates the authority to certify specialists taa
hospital.:

credential Bob.NHS.Registration(name = Bob,

DoB = 1942/02/28, number = 12345)

delegation BartsHosp.NHS.Specialist()

Dummy credentialsare used as a placeholder in policy e
statements to ensure compliance with the TTG graph pro-
cessing rules. They take the foraredentialname(attrlist)
They don’'t have the negotiator and signer fields so can
easily be distinguished from real credentials. Usually,use
dummy credentials to represent a resource. The goal of the
corresponding policy can be understood as the signing of an
access ticket to the requester. An example isdiagnosis() .
credential in the first accept policy, in section IV-A.

2. Attribute declarations are used to define the sensitivity
of individual credential attributes. The keywonbnsensitive
means that the attribute can be revealed to anyone, while the
keywordsensitiveindicates that at least one of the disclosure «
policies for the attribute must be satisfied before thelatte
can be disclosed. The declarations also define a more con-
venient shorter name for the credential attribute for use in
disclosure policies. For example:

nonsensitive
speciality = Alice.BartsHosp.Specialist(speciality)

There are six types of policy:

acceptpolicies are used to control access to a resource.
An example of access control policy is the polify in
section IV-A.

disclose acpolicies are used to control access to a
credential. If there are disclose ac policies associatéu wi
a requested credential, we will issue a counter-request
and wait until it is satisfied before sending a copy of the
requested credential to the counter-party.

disclose ackpolicies are used to control the disclosure
of the information that we possess such a credential. If
there is a disclose ack policy associated with a requested
credential, we will not acknowledge the request, e.g. in
the form of disclosing the credential or sending a counter-
request, until the counter-party satisfies the disclose ack
policy.

disclose fullpolicies are used to control the disclosure of
an attribute value. When a disclose full policy is satisfied,
the attribute value will always be disclosed to the counter-
party. This can be done by sending the credential linked
to the attribute reference to the counter-party, openieg th
commitment or simply sending a value in the case of an
unsigned credential.

disclose rangepolicies are used to control the disclosure
of an attribute value. When a disclose range policy is
satisfied, the counter-party can learn a range in which
the attribute value exists. The range is determined by the
precision given in the policy.

disclose bitpolicies are used to control the disclosure of
an attribute value. If a disclose bit policy is satisfied, the
counter-party is entitled to receive one bit of information
about the attribute value. This information can be the re-
sult of an evaluation performed on the attribute value, for
example, whether it is greater than a particular number.

A. Example

means that the speciality attribute is considered as non-
sensitive and refers to the attribute speciality in the entidl

Alice is a doctor of Hospital BartsHosp who provides a

Alice.BartsHosp.specialistf a party has several credentiald€mote diagnostic service. To perform a remote diagnosis,
with the same attribute, they can be listed in the same aterib Alice requires the patient to provide two credentials. T fi

declaration. For example:
nonsensitive DoB = Alice.Gov.Passport(DoB),
Alice.Gov.IDCard(DateOfBirth)
3. Policy declarationsare used to control access to re
sources, credentials and the disclosure of informatiohicies

is a digital credential from the NHS containing the patient’
registration number which can be used to locate the pagient’
Electronic Medical Record. The second is the current body
sensor data needed for the diagnosis. The pdhcwyffers the
diagnosis service. In the poliggeer denotes the requesting

can either be declared unconditionatlyie and are always party, whileany is used when a credential does not need to

satisfied or can be defined as a conjunction of credentiQE

signed. Noteself could be used instead of Alice in the

in which case, the counter party must provide all the stat&?dy of this trust policy.

credentials. Policies can have a precondition to contrel t

h Alice has following credentialsC;, Co and C3. The first

credentialC; is signed by General Medical Council (GMC)

INational Health Service in the UK

which certifies that Alice is a doctor in good standing. The



trustpolicy: Alice
acceptdiagnosis()if

peer.NHS.Registration(numbegnd peerany.MonitorData() P
credential Alice. GMC.Doctor() [C1
credential Alice.BartsHosp.Specialist(speciality = Heart) [C2
delegation BartsHosp.NHS.Specialist() [Cs
nonsensitivespeciality = Alice.BartsHosp.Specialist(speciality) [Aq

trustpolicy: Bob
credential Bob.NHS.Registration(name = Bob, DoB = 1942/02/28, nun¥h&2345) [Ca

sensitivenumber = Bob.NHS.Registration(number) [A2
sensitiveDoB = Bob.NHS.Registration(DoB) [As
nonsensitivename = Bob.NHS.Registration(name) [A4
disclose full numberif peer.GMC.Doctor() P2
disclose full DoB if peer.GMC.Doctor() Ps

|
disclose bitDoB if true [Pa
[

trustpolicy: MedMon
acceptdiscount()if peer.NHS.Registration(DoB< 1946/01/01) [Ps]

Fig. 1. The Policies for the Example

second credentidl’; is signed by the hospital which certifies V. TRUSTNEGOTIATION
Alice is a heart specialist. There is also a delegation criale

S .. The trust negotiation process involves two parties working
Cs which IS issued _by the NHS that delegates to the hOSp'E%lgether to successfully construct a trust target grapfGTT
the authority to certify specialists.

The negotiation begins when the requesting parties regjuest
The attribute speciality ir€’; is not considered sensitive, Scaccess to a resource. The resource holder creates a TTG
we can declare it iM;. containing one node which represents the request. The first

Bob is a patient who wants to use the remote diagnoé]_@de is called theprimary target. The resource holder then
service (e.g. provided by Alice). Bob has a crederdiatvhich tries to process the TTG by adding more nodes into the graph

is the registration certificate issued by the NHS contaitiiisg 2ccording to its local trust policy specifications. If it cam
name, date of birth and registration number. process the graph further, it sends the partially procegssth
to the requesting party.

Bob considers his number and DoB as sensitive, so in hisjy each subsequent round, one party tries to process the
trust pc_>I|cy ;tore, he adds two sensitive declarations,fone graph, making changes and sends these changes to the eounter
the registration numbed, and the other for the DoBl;. The 41ty ' if necessary and allowed, credentials are released t
name attribute is considered as non-sensitive, so Bob also Ejstify the changes. The counter-party verifies the changes
a declarationd, for it. against the credentials. It then updates its local copy ef th

The disclosure of the registration number and DoB BTG to reflect these changes. The negotiation succeeds when
controlled by disclosure policieB,, P; and P;. The policies the primary target is satisfied. It fails when the primaryédr
P, and P; state that the attributes can be disclosed if the peails, or when neither party can no longer change the graph.
(Alice in this scenario) is a GMC certified doctdP, states
that Bob is willing to tell the peer whether his DoB attributé®- Trust Target Graphs

satisfies the peer's policy in any situation. Bob will run a The trust-target graph is directed graph that represests th
zero-knowledge proof protocol to convince the peer withowegotiation process. Nodes in a TTG are caliett targets
revealing the exact value. Bob also has body sensors whith e@d are used to represent each parties questions and replies
provide real time monitoring data. The data can be deemed ag any step, the party that asks a question is called/éniier

unsigned credential therefore can be protected by an acypoland the counter-party is called tlupponent There are five
Ps which states that the monitoring data can be disclosedkihds of trust target nodes in a TTG:

the peer is certified by the NHS as a heart specialist. 1) A credential targetmeans that the verifier wants to see

Finally, consider a monitoring service provider MedMon proof that the opponent has a particular credential.
which offers a discount to senior citizens (over 60 years?2) A policy target means the verifier wants to see proof
old). To receive the discount, the subscriber must provide a that the opponent satisfies a policy.
digital credential from the NHS containing his Date of Birth 3) A conjunction targetmeans the verifier wants to see a
The policy store for MedMon contains only one polid. conjunction of credentials.

Bob negotiates with MedMon using the same credentials and4) An attribute goal means that the verifier wants the
policies as described before. opponent to show him the value of an attribute.



Credential Targef Policy Target| Conjunction Target| Attribute Goal

Credential Edge at least 1 N/A N/A N/A
Policy Edge at least 1 N/A N/A N/A
Policy Control Edge N/A N/R N/A N/A
Policy Expansion Edgd N/A at least 1 N/A N/A
Conjunction Edge all N/A all N/A

Attribute Control Edge N/R N/A N/A at least 1

TABLE |

SATISFACTION CONDITIONS

5) A trivial target has no particular meaning and is usetie initialised as opponent-processed. For an attributé goa
as a place holder when the parties need to add an edyg# be initialised as verifier-processed. For a credertdaget,
into the graph. the initialisation is more involved: if the credential islammy

Nodes in a TTG are connected by edges. An edge in TTGG€dentia] which means the credential is not listed in the
always directed from the child node to the parent node. Thefgedential declarations and is created only for the purpbse
are 6 types of edges in a TTG: defining a policy statement, then the corresponding créalent
: . . target will be initialized as opponent-processed. Othsewit
1) A credential edgepoints from a credential target or a . S o

will be initialized as verifier-processed.

trivial target to another credential target. It needs to be The parties use the processing state to distinguish which
justified before being added into the TTG. For trivial b P 9 9

targets, a direct credential must be attached to show tﬁ‘gtdes have been processed by them. If the node is verifier-

: : gr(%cessed, the verifier will not process it further. If thelads
the opponent has the credential requested in the parén ; )
ogtponent-processed, the opponent will not process itéurth

node. For credential targets, a delegation credential m . . : .
be attached to prove the delegation of authority. Tﬁdem node is fully-processed, then neither party will pracés

) . e . In each round, the party finds those nodes which haven't been
credential will be revealed to the verifier if the child .
node is satisfied. completely processed by it, processes each of them and marks

2) A policy edgepoints from a policy target to a Credentialthem as processed when it has finished all the processing step

target and the credential specified in the credential targoeqlghem' . . .
) e ; ach node also has aatisfaction statewhich can be
is specified in the policy target.

3) A policy control edgapoints from a credential target tosatlsﬁed, failed or unknown. A trivial target will be credtas

a policy target. The credential specified in the credentigrt'Sﬂed' All the other nodes will be created with a satisbac

target is the precondition specified for the policy targe%. ate of unknown. The satisfaction state of these trusetarg

4) A policy expansion edgaoints from a conjunction tar. etchanges depending on the satisfaction state of their emldr
policy exp N edyeo yunction target - the edges between them and the children.
to a policy target in which case the conjunction is in the S . : )
: . ; A target will fail if all its children failed, or one of the
policy body. If the policy body is the keywortdue, then : o ) . .
the child should be a trivial target _chlldren connected to it using th_e conjunction edge faited,
' it is fully processed but has no child. In table |, we desctiiee

5) :Z;ﬁ.ﬁjﬁgﬂsr:a?dg?)ngefiﬁz C?e%rsgﬁglt'gl t"jlarrgt]ec:ft?conditions under which the target will become satisfied. The
onjun 9 i 'S P tﬁerst row shows the type of a target, the first column shows the
conjunction. It can also points from an attribute goal t

X ) . : . e of edge between the target and its childidfA means
a credential target where the attribute is contained in t : : : A
credential. that the target cannot be connect with the child using thig ki

. . . of edge.N/R means that the target can be connected with the
6) An attribute control edgepoints from a policy target to _, . . L . .
a credential target of an attribute goal. The policy is ch!ld using th.|s kind of edge, but .the s_atlsfactmn statehef t
: &hild has no influence on the satisfaction state of the parent

disclosure policy which controls the disclosure of th . )
credential or the attribute. Each attribute control ed%t least 1means if there are children connected to the target

g ; - 4Using this kind of edge, then the target will become satidfied
has a tag consisting of ac, ack, full, bit or range whic ’ g . :
denote the tvpe of the disclosure polic at least one of them is satisfieéll means if there are children

yp policy. connected to the target using this kind of edge, then thetarg

B. Graph Construction will become satisfied if all of them are satisfied.

Each node has a processing state which is a pair of booléanNegotiation Process for Example
statesverifier-processedndopponent-processeé node will In this section, we illustrate the negotiation process far t
be fully processedf both states are true. example discussed in section IV-A.

When a new node is added to a TTG, its processing statel) Negotiation between Alice and BolEigure 2 is the
is initialised. For a trivial target, it will be initialiseds fully ~screenshot from our negotiation visualizer which shows the
processed. For a policy target or an conjunction targetjlit wfinal result of the negotiation between Alice (doctor) and



£ Negotiation Yiewer _10l x|

1 Alice(X) <- Bob{X)
Credential: Alice. (@diagnosis
A
Alice(3) <- Bob(X)
2 Policy: 4efaefd-...-3d18f40c5b25
A

Alice(3) <- Bobi(3)
onunction: IMHE. Registration(tmber=30) & & Any. MonitorData

Alice(X) <- Bob(X)
Credential Any MonitorData

6 11
Alice(X) <- Boh(X) Alice(X) <- Bob(X) Bob(X) <- Alice(X)
Credential: NHS. Registration Attribute: number Policy: §5d66032-. . -18ed061543ad
8 f 9 12
Alice(X) <- Bob(ZD) Boh(X) <- Alice(3) Bob(X) <- Alice(X)
Trivial Policy: d106928f-...-1bf782a8033e Credential: NHS. specialist(speciality=z)

14 15
Bob(X) =- Alice(?) Bob(X) <- &lice(3)
Credential NHS specialist Attnibute: speciality
10 16
Boh(X) <- Alice(X) Bob(X) <- Alice(X)
Credential: GMC.doctor Credential: BartsHosp. specialist
13

Bob(3) <- Alice(X)
Trral

|<<

Fig. 2. Trust Negotiation Between Alice and Bob

Bob (patient). The ellipse nodes are added by Alice and thdeagnosis. Alice then expands the graph by adding nodes 2,
rectangle nodes are added by Bob. Each node shows the &)ld, 5. Node 2 is a policy node which contains the reference
of the parties, processing states, node type and the contenthe policy. It is connected to node 1 by a policy edge.
of the node. For example, in node Ajice(X) <« Bob(X) Node 3 is a conjunction node contains the policy body of
means that Alice is the verifier and Bob is the opponent. Thige policy stated in node 2. Nodes 4 and 5 are derived from
“X" in the brackets next to a party’s hame means that theode 3 and each represents a credential requirement in the
party has processed the node:edential : diagnosis means conjunction contained in node 3. The two nodes connect to
that this node is a credential target for the dummy credenti@de 3 using conjunction edges, which means both of them
diagnosis. need to be satisfied in order to satisfy node 3. Alice cannot

The negotiation begins when Bob sends a request for fppcess the graph any more, so she passes the graph to Bob.

remote diagnosis. Alice creates a new TTG and adds theBob then adds nodes 6 - 12 to the graph. Nodes 6 and 7 are
request into the graph as a credential node (node 1). Natkrived from node 4. The framework is designed to support
1 is the primary node which means if it is satisfied, then thayptographic credentials such as anonymous credentias a
negotiation succeeds. Alice searches her trust policestod OAcerts which allow separation of credential disclosucerfr
finds that there is an access control poliey for offering attribute disclosure. Node 4 is a request for a credentia pl



the attribute contained in it. Node 6 and node 7 are used 5
separate the disclosure of these two pieces of informatic ; @ ||
Node 6 which is a credential node requests only the credent {edential MedMon @discount

while node 7 is an attribute node which requests only tt
attribute. These two nodes are also connected to the payen

conjunction edges. Node 7 is further expanded because th 2 @@
is a disclosure policy for the attribute value. Node 9 corgai

the reference to the policy and node 10 contains the body
the policy. Similarly, nodes 11 and 12 are added. A trivic
node (node 8) is added as child of node 6 because there is

policy controls for the disclosure of the credential reqeés
in node 6. The credential is attached to the credential ed
MedMon(X) <- Bob(X) MedMon(X) <- Bob(X) |

MedMon(X) <- Bob(X)
Credential: NHS. Registration{DoB=X)

between node 6 and node 8. Since node 8 is a trivial NO | | credentiak: NFS. Registration Attribute: DoB

and is satisfied when created, the credential is releasdueto . / ‘\ ;
verifier. The verifier gets the requested credential therelge
P

. e Bob(X) <- MedMon(X) Bob(X) <- MedMon(X)
6 becomes satisfied. Bob then passes the graph back to Al olicy: eBecbfld-...-1968139€cdfl | | Policy: bib7b9ds-...-07bbecT510ba

/e :

Alice adds nodes 13 - 16 and the negotiation succee

in this round. Node 14 and 15 are added to separate | HERI YT e e | 1
disclosure of the credential and the attribute requestebde —
12. Node 10 and node 15 are ftrivially satisfied since the e

are no policies to control the disclosure of the credentia a
attribute requested in these two nodes. The satisfactiooadé
10 also satisfies node 9 and node 7 in turn. Now both nodes 6 Fig. 3. Trust Negotiation Between MedMon and Bob
and 7 are satisfied, node 4 is also satisfied. On the other hand,
Alice doesn’t have the credential requested in node 14, but
she has a direct credential and a delegation credentialhwhic
are effectively equivalent to the credential requestedsi&® A number of trust negotiation schemes have recently been
adds node 16 and a credential edge between node 16 dgdeloped.
14 which the delegation credential is attached to. Node 16TrustBuilder [20], [21] aims to build a ubiquitous and
is trivially satisfied and both credentials are revealed ¢®.B scalable trust negotiation system which enables intenacti
Consequently, node 14 is satisfied. Node 12 is now satisfigéross security domain boundaries in any situation. A tarie
because both children are satisfied and the attribute value §f strategies are defined to allow strangers to establisst tru
node 15 satisfies the requirement in node 12. Node 11 ahdough the exchange of digital credentials and the use of
node 5 are satisfied as a consequence. Now both nodes 4 gkss control policies that specify what combinations of
5 are satisfied, so node 3 is satisfied, then node 2, and thesdentials a stranger must disclose in order to gain access
finally node 1, the primary node, is satisfied. to each local service or credential. TrustBuilder also fites
a trust negotiation protocol, Trust Negotiation in TLS (TNT

2) Negotiation between MedMon and Bobhe negotiation Protocol [22], which extends the trust negotiation in TLS

process is shown in figure 3. handshake protocol. A problem of TrustBuilder is the lack of
adequate protection on possession-sensitive credeniiaés

MedMon first creates nodes 1, 2, 3 which represent itwo strategies proposed in [10] either increases the righef
requirement for the subscribers to get the discount. Nodesidgotiation failing or enables the negotiator to gatheessive
and 5 are added by Bob to represent the two sub-requésfsrmation about the other party.
derived from node 3. Node 4 is trivially satisfied since there Trust Target Graph (TTG) [8] useRT, [4] for specifying
are no disclosure policies related to the required credenticredentials and policies. By usingTj,, the system takes
Node 5 has two related disclosure policies, one #iszlose advantage of its expressive power in attribute-based néago
full policy which requires the counter-party to have a doctalelegation support and credential discovery. It also etglo
certificate from the GMC, the other is disclose bit policy new approaches to protect sensitive credentials and wtgb
which is unconditionally true. Since MedMon does not havay introducing the notion of attribute acknowledgment poli
the credential required, it cannot satisfy node 9 to leam tkies. In [23], the authors also introduced a formal notion of
exact Date of Birth of Bob. But MedMon can run a zerosafety for ATN which is based on the possibility of third
knowledge proof protocol with Bob to see whether the attabuparties inferring information on the negotiating partiesfipes.
value satisfies its policy or not. The evaluation resultsusnot Based on the formal notion, the authors present a family
to be true, so node 5 is satisfied. The success also triggersah negotiation strategies that uses the TTG protocol that
satisfication of node3, node 2 and at last, the primary nodesupport a credential system with delegation and show that
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